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Abstract

The effort required to obtain a rewarding outcome is an important factor in decision-making.

Describing the reward devaluation by increasing effort intensity is substantial to understand-

ing human preferences, because every action and choice that we make is in itself effortful.

To investigate how reward valuation is affected by physical and cognitive effort, we com-

pared mathematical discounting functions derived from research on discounting. Seven

discounting models were tested across three different reward magnitudes. To test the mod-

els, data were collected from a total of 114 participants recruited from the general popula-

tion. For one-parameter models (hyperbolic, exponential, and parabolic), the data were

explained best by the exponential model as given by a percentage of explained variance.

However, after introducing an additional parameter, data obtained in the cognitive and phys-

ical effort conditions were best described by the power function model. Further analysis,

using the second order Akaike and Bayesian Information Criteria, which account for model

complexity, allowed us to identify the best model among all tested. We found that the power

function best described the data, which corresponds to conventional analyses based on

the R2 measure. This supports the conclusion that the function best describing reward

devaluation by physical and cognitive effort is a concave one and is different from those that

describe delay or probability discounting. In addition, consistent magnitude effects were

observed that correspond to those in delay discounting research.

Introduction

Choosing between two rewarding outcomes in day-to-day life is often not an easy feat, even

more when the multiple types of costs that impact the subjective value of a particular reward-

ing outcome are considered. For example, a choice between smoking tobacco, which delivers

immediate gratification but is associated with delayed health risks, and maintaining a more

healthy lifestyle with less salient potential benefits that can occur far in time. There are multiple

factors influencing such decision: delay of consequences and their probabilistic nature, and

effort that is exerted to maintain our preferences. Traditional and well-documented types of

factors that influence reward value include the delay until a reward can be obtained and the
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probability of obtaining it [1]. Substantial research from the fields of biology, neuroeconomics,

behavioral economics, and psychology has been made to understand and model reward dis-

counting by delay and probability, defined as the devaluation of a reward as the delay or uncer-

tainty associated with obtaining that reward increases [2].

Recently, after being first introduced by Mitchell [3–4] and Sugiwaka and Okouchi [5],

there has been a growing interest as to how effort-based decisions are made [6–7]. Still, the

reward devaluation by effort is surprisingly understudied and is just emerging as a growing

field of research. This research is important because effort exertion constitutes a prevalent fac-

tor in decision-making and the dysregulation of motivation to exert effort has been linked to

disorders such as depression, abulia, apathy, or anhedonia [8–12].

Existing studies have tested the form of effort discounting. For example, Sugiwaka and

Okouchi [5] tested whether rewards are devalued by effort according to a hyperbolic model

that is analogous to delay or probability. This procedure required participants to indicate

their preference by selecting a card representing either an effortless or an effortful hypotheti-

cal monetary payoff. After fitting the data to the hyperbolic model, the authors found that

the equation accounts for 88% of the variance. No other discounting models or types of effort

were tested. Similarly, Hartmann, Hager, Tobler, and Kaiser [13] examined the functional

form of the discounting by physical effort. Twenty-four participants completed a computer-

assisted binary-choice task that involved series of choices between effortless and effortful

monetary payoffs. The authors then fitted three models to group and individual data: linear,

hyperbolic, and parabolic. In the group level analysis, R2 values and discounting parameter

estimates were obtained. For the individual model comparisons, the parameters were substi-

tuted with the group fitted parameter. The authors reported that, out of the three models, the

parabolic model performed best for the group data with over 99% of variance of median sub-

jective value accounted for. The second best model was the linear, and third best model was

the hyperbolic, with 93% and 87% of variance accounted for, respectively. Individually, the

three models performed similarly to groupwise analysis, with the parabolic model perform-

ing best for 18 out of 24 participants, and the linear and hyperbolic performing best for 5 and

1, respectively. Importantly, participants performed a physical effort discounting procedure

only.

To date, only two studies by Ostaszewski, Bąbel, & Swebodziński [7] and Nishiyama [14]

have tested model performance in both physical and cognitive effort discounting conditions.

However, direct statistical comparisons of the goodness of fit indices were not provided in the

study by Nishiyama [14]. In the study by Ostaszewski, Bąbel, and Swebodziński [7], partici-

pants were tasked with making series of choices between effortful and effortless alternatives of

hypothetical monetary payoffs via a paper-and-pencil effort discounting questionnaire. The

authors found that, for physical effort discounting, the model accounted for 87.7% of the vari-

ance in the small reward magnitude condition and 96.3% of the variance in the large reward

magnitude condition. For cognitive effort discounting, the model accounted for 94.8% of the

variance for small rewards and 96.6% for large rewards.

The purpose of the present study is to systematically determine whether discounting mod-

els derived from the delay discounting tradition can be applied to describe the form of effort

discounting, including both physical and cognitive effort conditions with varying intensity lev-

els, and whether a reward magnitude effect can be observed similar to that in delay discount-

ing. A total of six models established by prior studies comprised of three models that include

one free parameter and three models that include two free parameters, were fitted to the

behavioral data and subsequently compared. Additionally, we have included in the compari-

son the power function model, based on the research by Hartmann, Hager, Tobler, and Kaiser

[13], with an additional free parameter. We eliminated the possible confounding effects
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between effort and delay discounting within the choices made in the hypothetical scenarios by

holding constant the duration of effort exertion.

First was the hyperbolic model derived from delay discounting tradition [15]:

SV ¼
A

ð1þ lEÞ
; ð1Þ

where SV denotes the subjective value of a reward with a nominal value of A, receiving which

requires exerting effort E (we substituted D—delay for E to denote effort), and l (k for l was

substituted, which can be interpreted as the unwillingness to exert effort or a “laziness” index)

is a free parameter corresponding to the steepness of the discounting curve. This model

implies that additional effort has a greater impact on reward valuation in low-effort, rather

than in high-effort variation. In other words, if additional effort is introduced to existing effort,

it devalues a reward more than if existing effort is low rather than high.

Contrary to the first model, the second model tested, introduced by Hartmann, Hager,

Tobler, & Kaiser [13] assumes that rewards are devalued parabolically with increasing effort

intensity levels. That is, additional effort devalues a reward to a greater extent if existing effort

is high rather than low. The parabolic model follows the equation:

SV ¼ A � lE2 ; ð2Þ

where SV, A, E, and l denote the same as in Eq 1. Both hyperbolic and parabolic models imply

that the value of a reward is discounted to different extent across effort value spectrum, i.e., the

impact of added effort is different depending on whether it is added to existing effort that is

low or high; unlike the third model tested, the exponential model assumes the subjective value

of a reward changes consistently across different effort values, i.e., the impact of added effort is

comparable, irrespective of whether it is added to existing effort that is low or high. The expo-

nential model was originally proposed by Samuelson [16], and includes the additional e denot-

ing the Euler’s number and is the base of the natural logarithm, taking the form of:

SV ¼ Ae� lE : ð3Þ

The fourth model tested is the two-parameter hyperbola-like function, originally proposed

by Myerson and Green [17], following the equation:

SV ¼
A

ð1þ lEÞs
; ð4Þ

where an additional parameter s is introduced, constituting the exponent of the whole denomi-

nator in the equation to reflect individual psychophysical scaling of the effect a discounting

factor has in an individual, as well as that of the target reward [18]. For simplicity, we will refer

to this model as Myerson and Green’s discounting model.

For the fifth model, we have tested an alternative hyperbola-like function. This model, pro-

posed by Rachlin [2], differs from Myerson and Green’s model in that only the effort cost

value is raised to a power, and not the whole denominator. In this model s refers to scaling of

only effort intensity [18]. This model takes the following form (for simplicity, we will refer to

this model as Rachlin’s discounting model):

SV ¼
A

ð1þ lEsÞ
: ð5Þ

The sixth model compared was the two-parameter exponential model that includes addi-

tional free parameter s. This model was proposed by Myerson and Green [17] and takes the
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form of:

SV ¼ ðA � sÞe� lE þ s ; ð6Þ

where e denotes the same as in Eq 3 with the difference being in that including parameter s
results in subjective value to not decay to zero as the effort increases but rather approach the

asymptote of s.
The seventh and final model included in the comparison is a two-parameter power func-

tion. We propose this model as an extension to the conclusions from Hartmann, Hager,

Tobler, and Kaiser [13], who suggest that in effort discounting the discounting curve can

indeed be concave and not convex as in the case of delay or probability, with an inclusion of

parameter s as the exponent of effort intensity to reflect individual psychophysical scaling and

assure free-parameter coherence. This model takes the form of:

SV ¼ A � lEs : ð7Þ

Present study was designed to separate the cognitive and physical effort to better reflect

the effort exertion effect on the valuation of a rewarding outcome in effort-based decision

making. We aim to further studies such as that of Nishiyama [19]—where effort is treated as

one dimension—to disambiguate results in relation to model fit comparisons. Including the

two types of effort can more comprehensibly determine the functional form of effort discount-

ing, as opposed to treating effort as one dimension, which can result in similar portion of vari-

ance explained by competing models, such as the hyperbolic and exponential [19]. We present

a systematic test of a total of seven models to describe effort discounting and to determine if

they can account for the functional form of discounting in both physical and cognitive effort

conditions. The investigation of the mathematical form of the effort discounting asks a funda-

mental question, but the answer may be not so straightforward as in the case of delay or proba-

bility discounting.

Methods and materials

We used a within-subjects design with a titration choice procedure in which all participants

were exposed to each of the experimental conditions. A total of 30 conditions were included,

according to the following experimental design: 2 (type of effort: physical and cognitive) x 3

(payoff amount: large, medium, and small) x 5 (effort magnitude). The order in which the con-

ditions were presented was counterbalanced across participants.

Participants

One hundred and fourteen participants (63 female and 59 male) between the ages of 21 to 65

(38.413 ± 9.847, mean age ± SD) were recruited for this study from the general population.

The study was conducted in accordance with guidelines for ethical research approved by the

Ethics Committee at the SWPS University of Social Sciences and Humanities. Each participant

gave written informed consent. The participants were not compensated for participation.

Materials

The participants were presented with a paper-and-pencil Effort Discounting Questionnaire

(EDQ), adapted from previous research by Ostaszewski, Bąbel, and Swebodziński [7]. In

essence, the EDQ is a behavioral procedure that is based on an approach proposed by

Rachlin, Raineri, and Cross [20] and includes a fixed choice procedure with titrating value.

Each experimental condition was presented on a separate page of the EDQ as series of
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choices between effortful and effortless alternatives of hypothetical monetary payoffs. The

right column of the page contains rows of the effortful payoffs, and the left column contains

rows of their corresponding effortless alternatives. The monetary value of the effortful alter-

natives was held constant, while the effortless alternatives were presented in descending

order from 100% to 0% of their corresponding effortful counterparts in each payoff amount

condition.

In the physical and cognitive effort conditions, the participants were asked to perform a

number of exercises prior to the main procedure in order to become familiar with the type of

effort presented in the effortful alternatives. The participants performed 20 full squeezes with a

gripping device, and a total of 5 mathematical tasks, each consisting of adding three four-digit

numbers in a column, for the physical and cognitive effort conditions, respectively. The experi-

menter ensured whether the effort was actually exerted in full.

The participants were instructed that the effortful payoff alternatives are to be received

after exerting a certain magnitude of effort analogous to the preceding exercises. Payoff

amounts were set to PLN 80, 400, and 3000 (1 PLN was equivalent to approximately 0.35

USD at the time of the study), for the small, medium, and large conditions, respectively.

Effort magnitudes were set to 30, 60, 90, 120, and 150 instances of squeezing the gripping

device or summing 3 4-digit numbers (e.g., 7812, 6352, and 2536 presented in one column),

for the physical and cognitive effort conditions, respectively. During the main task, partici-

pants were asked to make choices as if they had to exert effort and as if the rewards were real;

however, the main procedure did not require participants to exert real effort, and the payoffs

were hypothetical.

Procedure

Participants indicated their preference of the two payoff alternatives in each row of either the

left or right column of each page: the effortless alternative (left column), in which a variable

amount was to be received immediately and without effort, or the effortful alternative (right

column), in which a constant amount was to be received in 30 minutes and exerting a certain

amount of effort during this time. The participants indicated their preferences by circling the

preferred alternative with a pencil, starting from the top row in which payoff amounts of both

alternatives were equal. On each page of the EDQ, the participants made their choices until

their preferences shifted from the effortless alternative to the effortful alternative, then they

proceeded onto the next page of the questionnaire.

Each row took the following form: “do you prefer to receive: PLN X now, without effort, or
PLN Y after 30 minutes and exerting Z effort within this time”, where X and Y were payoff val-

ues, and Z was the type of effort and its intensity. For example, in the PLN 80 and 90 squeezes

physical effort condition, the topmost row was a choice between PLN 80 now and without

effort, or PLN 80 after 30 minutes and performing 90 squeezes with a gripping device within

this time. The monetary values of the effortless alternatives in the left column were listed as

follows: 80, 79, 77, 74, 71, 68, 65, 62, 59, 56, 53, 50, 47, 44, 41, 38, 35, 32, 29, 26, 23, 20, 17, 14,

11, 8, 5, 2, 1, 0. Accordingly, in the tenth row from the top, the choice was between PLN 56

now and without effort, or PLN 80 after 30 minutes and performing 90 squeezes with a grip-

ping device effort within this time. Such treatment was used because every effort inherently

takes time to perform. We did not aim to extract the time from effort exertion and instead

standardized the conditions for all participants; therefore, the time during which the effort

had to be performed and simultaneously the time to reward receipt was set to a constant of

30 min.
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Measures and analysis

The experimental procedure in this study aims to identify the lowest amount of the effortless

payoff to be accepted over the effortful payoff for a given effort magnitude. The lowest amount

is the amount of the last effortless payoff a participant has chosen in the left column prior to

switching their preference to the effortful alternative. In turn, this amount represents the sub-

jective value of the effortful payoff for a given type and magnitude of effort, and constitutes the

approximate of an indifference point (IP) in which the subjective value of the corresponding

effortless and effortful alternatives is equivalent. The indifference points for each effort magni-

tude are then used to infer the discounting rate for each outcome amount.

For model fit and parameter comparisons, we used nonparametric tests: Friedman’s test as

a general estimate of differences and Wilcoxon’s test with Sidak’s correction for multiple com-

parisons. To confirm the estimated parameter coherence as part of the same behavioral pro-

cess, parameter correlations were tested using Spearman’s Rho coefficient. Model fitting was

done using a nonlinear iterative regression approach as included in the IBM SPSS Statistics

(v24). The model fit and parameters were estimated separately for the physical and cognitive

effort conditions. Also, simultaneous fit across reward magnitudes was performed by fitting

the equation to the data with the inclusion of 3 dummy variables paired with 3 variants of l
and s parameters (one variant of each per reward magnitude) to be estimated for each model.

The procedure was set in such fashion that when fitting a given model, the dummy variables

sequentially set to zero other parameter variants than the one being estimated for a given

reward magnitude. Effectively, this yielded a single goodness of fit measure for each model

across all reward magnitudes and, at the same time, separate parameter estimates for each

reward magnitude (small, medium, and large). Such approach was first outlined by Myerson

and Green [17]. When the mean explained more variance than the model R2 was set to 0 and

estimates of the parameters were set to missing values. The number of these cases were com-

pared across models using Cochrane’s Q test, followed by multiple comparisons with the

McNemar’s test.

The l parameter was used as a primary measure of the discounting rate. When the two

parameter models were fitted to data, the second parameter was also estimated: the scaling

parameter s. Due to time being implicitly involved in every effortful or effortless choice, the

first indifference point (i.e., effortless immediate equivalent of a given reward magnitude

delayed by 30 minutes) was not included in the analyses. Effort was treated as naturally occur-

ring over time. The other reason for not including the first indifference point was that majority

of subjects (71%) did not show any discounting in at least one lowest effort condition across

different magnitudes of reward.

To address the complexity of models and to compare not only the models with the same

number of parameters, we utilized two measures: Akaike Information Criterion (AIC) and

Bayesian Information Criterion (BIC). Although R2 is the most traditional and widely used

measure of model fit, at least in discounting research, it seems not to be the best choice for

such comparisons [21–22]. As shown by Johnson and Bickel [21], the R2 and the parameter

indicating the rate of discounting, are positively correlated, resulting in overfitting the model

when the discounting is shallow. Therefore, we used additional criteria for model selection.

Most important, R2 does not take into account the model complexity, and therefore one- and

two-parameter models cannot be compared using this measure.

The AIC [23] lacks the weaknesses of R2, and has gained in popularity. AIC is starting to be

used in discounting research [24–26]. Specifically, following guidelines outlined by Burnham

and Anderson [27], we used second-order AIC that has an additional term for bias correction

when the proportion of data points to number of parameters is low.
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Although the use of this measure is growing in popularity, this is not the dominating

approach, and therefore we provide some guidelines as to how we obtained an AIC and the

goodness of model fit. The standard formula for AIC is:

AIC ¼ n � ln
SSe
n

� �

þ 2 � p ; ð8Þ

where n is number of data points (indifference points), p refers to the number of parameters in

a model, and SSe is the residual (error) sum of squares obtained from nonlinear regression.

The second-order AIC (AICc) was computed as follows:

AICc ¼ AIC þ
2 � p � ðpþ 1Þ

n � p � 1
: ð9Þ

Another popular measure to compare different models was proposed by Schwarz [28] and

is referred to as the Bayesian Information Criterion (BIC).

BIC ¼ n � ln
SSe
n

� �

þ lnðnÞ � p ð10Þ

As can be seen, the second-order AIC has an additional penalty for model complexity

added to the first-order AIC. The lower the value of AICc and BIC, the better the model [26–

31]. We used relative rather than absolute AICc and BIC values, computed as the difference

between AICc (or BIC) of a given model and AICc (or BIC) of the model with the best fit (lowest

value) of all compared models. This resulted in a best model having the delta AICc = 0 (or

BIC = 0) for a single-participant or a single-group comparison. Again, the lower the delta val-

ues for a model, the better the model fit. We performed all comparisons on the median group

level (the median was computed from individual indifference points) and on summed AICc

and BIC values across subjects as advised by Peters, Miedl, & Büchel [26]. Such aggregation of

values of information criteria across subjects would correspond to fixed-effect analyses. On the

other hand, a random-effect analysis in Bayesian Model Selection (BMS) treats models as ran-

dom variables that can differ between subjects (for a description and comparison of Group

Bayes Factor (GBF) approaches and BMS as linked to fixed and random effect analysis, see Ste-

phan et al. [32]). The BIC differs from AIC by the additional penalty parameter that it gives to

models of different complexity. Rank-wise, BIC and AIC give the same result when models of

the same complexity are compared. Therefore, we decided to address the issue of overall

model comparison in a separate section of our paper at the end of the results section.

Results

First, we fitted one-parameter Eqs 1, 2 and 3 to the appropriate group median indifference

points (cognitive and physical effort, separately), simultaneously to three different amount

conditions, yielding three separate l parameters for each equation and three separate estimates

of goodness of fit (R2, one for all magnitude conditions). Second, we analogously fitted the

two-parameter models 4, 5, 6, and 7 to the data, yielding three separate l parameters and three

separate s parameters. Third, to be able to identify the single best model, which is impossible

when using only R2 measure, we used AICc and BIC that account for model complexity. This

allowed for parameter comparisons between cognitive and physical effort.
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One-parameter models in cognitive effort

In the cognitive effort conditions, there was a statistically significant difference between three

model fits (χ2 = 30.67; p< .001). The exponential model obtained the highest mean rank

(Mrank = 2.38) and the hyperbolic model obtained the middle mean rank (Mrank = 1.94). The

parabolic model obtained the lowest rank (Mrank = 1.68). All differences between models were

statistically significant. The exponential model described the individual data significantly bet-

ter 68.4% and tied 6.1% of the time (78 and 7 cases, respectively) compared to the hyperbolic

model (Z = 4.56; p< .001; r = .30) that performed significantly better 63.2% and tied 7% of the

time (72 and 8 cases, respectively) when compared to the parabolic model (Z = 4.69; p< .001;

r = .31). The hyperbolic model explained more variance than the parabolic model (Z = 4.21;

p< .001; r = .28) 62.3% and tied 6.1% of the time (71 and 7 cases, respectively). The median

and interquartile range for the R2 and parameter values for one-parameter models in the cog-

nitive effort condition are presented in Table 1.

All differences between l parameters in the three reward magnitudes in cognitive effort con-

ditions were highly significant (p< .001 in all cases). For convenience, we report only the

results from the exponential model, however all other differences between l parameters in

regard to hyperbolic or parabolic models were highly significant (p< .001). There were signifi-

cant differences between discounting parameters (χ2 = 74.92; p< .001). The mean ranks

decreased as the amount increased (2.53; 2.11; 2.36). As expected, the l parameter for PLN 80

was largest, and significantly different from l parameter for PLN 80 and PLN 400 (Z = 5.23; p<
.001; r = .35), for PLN 400 and PLN 3000 (Z = 5.78; p< .001; r = .38) and for PLN 80 and PLN

300 (Z = 6.78; p< .001; r = .45).

To confirm that l parameters estimated across different reward magnitude conditions refer

to the same behavioral process, there was a significant correlation between l parameters across

the three reward magnitudes. For the highest reward magnitude of PLN 3000, the parameter

correlated significantly with l for PLN 400 condition (rs = .77; p< .001) and parameter l for

PLN 80 condition (rs = .58; p< .001); there was also a significant correlation between parame-

ter l for PLN 400 and 80 conditions (rs = .69; p< .001).

Despite the goodness of fit estimates given by proportion of explained variance, the number

of cases in which the mean explained more variance than the model is also of importance (i.e.,

treated as R2 = 0). We found there are significant differences in the number of cases in which

the mean explained more variance than the model (χ2 = 50.077; p< .001). The best fitted expo-

nential model did not fit the data in 8 cases, while the hyperbolic and parabolic models did not

fit the data in 7 and 33 cases, respectively. Following pairwise comparisons revealed that the

bestfitted exponential model only differed in the number in cases that did not fit data with the

Table 1. Median and interquartile range for R2 and l parameters from three one-parameter models, fitted to data on group median (i.e., fit to median

IP) and individual level in cognitive effort conditions.

Cognitive effort

Hyperbolic Exponential Parabolic

R2 l80 l400 l3000 R2 l80 l400 l3000 R2 l80 l400 l3000

Fit to median IP 0.86 4.96E-03 4.04E-03 2.56E-05 0.89 4.04E-03 2.34E-03 9.37E-04 0.95 2.56E-05 1.66E-05 7.62E-06

Median 0.70 6.76E-03 3.43E-03 1.75E-03 0.72 5.05E-03 2.74E-03 1.58E-03 0.59 2.36E-05 1.40E-05 3.97E-06

25th 0.51 1.99E-03 1.38E-03 1.65E-04 0.56 1.80E-03 1.25E-03 1.58E-04 0.00 1.01E-05 6.03E-06 5.67E-07

75th 0.88 2.16E-02 1.03E-02 6.69E-03 0.90 1.27E-02 7.34E-03 4.73E-03 0.80 5.19E-05 3.19E-05 2.36E-05

R2 = 0* 7 8 33

*This corresponds to the mean explaining more variance than the model.

https://doi.org/10.1371/journal.pone.0182353.t001
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parabolic model (χ2 = 23.040; p< .001), while the numbers of such cases for the exponential

and hyperbolic models were comparable (p = 1.000).

One-parameter models in physical effort

We observed the same pattern of differences between R2 values in physical effort as in cogni-

tive effort conditions. There are significant differences between model fits (χ 2 = 27.72; p<

.001). The mean ranks of exponential, hyperbolic, and parabolic models are respectively: 2.33,

1.98, and 1.58. Table 2 displays the median and interquartile range for the R2 and parameter

estimates for one-parameter models in the physical effort condition. Indifference points with

curves fitted that correspond to the best fitted one-parameter exponential model in three dif-

ferent reward magnitudes (in cognitive and physical effort condition) are illustrated in Fig 1.

The exponential model described the individual data significantly better 60.5% and tied

13.2% of the time (69 and 15 cases, respectively) in comparison to the hyperbolic model

(Z = 3.67; p< .001; r = .24); performed better 59.6% and tied 13.2% of the time (68 and 15

cases, respectively) compared to the parabolic model (Z = 5.45; p< .001; r = .36). The hyper-

bolic model explained more variance than the parabolic model (Z = 4.77; p< .001; r = .32)

58.8% and tied 13.2% of the time (67 and 15 cases, respectively).

Likewise, in relation to parameter l, the same pattern was observed as in the cognitive effort

conditions. There were significant differences between l parameters estimated by the exponen-

tial model (χ 2 = 88.51; p< .001). These differences were representative for all three models

(p< .001). The mean ranks decreased as the amount increased (2.72, 1.89, and 1.39), and these

Table 2. Median and interquartile range for R2 and l parameters from three one-parameter models, fitted to data on group median (i.e., fit to median

IP) and individual level in physical effort conditions.

Physical effort

Hyperbolic Exponential Parabolic

R2 l80 l400 l3000 R2 l80 l400 l3000 R2 l80 l400 l3000

Fit to median IP 0.95 3.77E-03 3.16E-03 2.02E-05 0.96 3.16E-03 1.09E-03 4.10E-04 0.88 2.02E-05 8.31E-06 3.47E-06

Median 0.69 6.41E-03 2.41E-03 9.89E-04 0.74 4.73E-03 1.98E-03 9.59E-04 0.55 1.11E-05 5.07E-06 2.28E-05

25th 0.52 1.40E-03 4.25E-04 5.48E-05 0.50 1.30E-03 4.17E-04 5.47E-05 0.00 2.58E-06 2.84E-07 9.24E-06

75th 0.85 2.24E-02 1.01E-02 7.63E-03 0.87 1.28E-02 7.21E-03 5.77E-03 0.80 3.50E-05 2.62E-05 4.96E-05

R2 = 0* 14 15 24

*This corresponds to the mean explaining more variance than the model.

https://doi.org/10.1371/journal.pone.0182353.t002

Fig 1. Empirical indifference points obtained in cognitive (left panel) and physical (right panel) effort

discounting, with curves fitted corresponding to the one-parameter exponential model in three

different reward magnitudes.

https://doi.org/10.1371/journal.pone.0182353.g001
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differences were statistically significant, i.e., between PLN 80 and PLN 400 (Z = 6.19; p< .001;

r = .41), PLN 400 and PLN 3000 (Z = 4.16; p< .001; r = .28) and between PLN 80 and PLN 300

(Z = 6.78; p< .001; r = .45).

Similar to the physical effort condition, l parameters were significantly correlated across

three reward magnitudes. Parameter l for the highest reward magnitude of PLN 3000 corre-

lated significantly with parameter l for PLN 400 condition (rs = .76; p< .001) and with parame-

ter l for PLN 80 condition (rs = .56; p< .001); the correlation between parameter l for PLN 400

and 80 conditions was also significant (rs = .77; p< .001).

Again, there was a significant difference in the number of cases in which data did not fit the

model (χ2 = 30.000; p< .001). The best fitted exponential model and the hyperbolic model did

not fit the data in 15 cases, while the parabolic model did not fit the data in 30 cases. Accord-

ingly, for the exponential model, the difference in the number of those cases was only signifi-

cant between the parabolic (χ2 = 13.067; p< .001), and not the hyperbolic model (p = 1.000).

Two-parameter models in cognitive effort

For cognitive effort, we observed a statistically significant difference between the four two-

parameter model fits (χ2 = 100.926; p< .001). The highest mean rank was obtained by the

power function model (Mrank = 3.29), followed by the exponential model (Mrank = 2.55), the

Rachlin’s model (Mrank = 2.52), and finally the Myerson and Green’s model (Mrank = 1.63).

The power function model described the individual data significantly better 69.3% and tied

5.3% of the time (79 and 6 cases, respectively) when compared to the exponential model

(Z = 5.272; p< .001; r = .47). The power function model performed better 69.3% and tied 5.3%

of the time (79 and 6 cases, respectively) when compared to Rachlin’s model (Z = 5.036; p<
.001; r = .33); and performed better 82.5% and tied 5.3% of the time (94 and 6 cases, respec-

tively) in comparison to Myerson and Green’s model (Z = 7.451; p< .001; r = .49) (refer to

Table 3 for median and interquartile range for the R2 and parameter estimates for two-parame-

ter models in cognitive effort condition).

We then compared l and s parameter values across the three reward magnitudes within the

best-fitted power function model. For l, there was a significant difference between PLN 80,

400, and 3000 conditions (χ2 = 35.133; p< .001). The value of the l parameter was highest for

the lowest reward magnitude condition (PLN 80), and then decreased as the reward magni-

tude increased with Mrank = 2.35, Mrank = 2.08, and Mrank = 1.57 for the PLN 80, 400, and 3000

reward conditions, respectively. Further comparisons revealed that the highest l parameter

value, obtained in the PLN 80 condition, differed significantly from l obtained for the PLN 400

(Z = 2.961; p = .003; r = .20) and PLN 3000 (Z = 4.538; p< .001; r = .31) reward conditions.

The difference in l for the PLN 3000 and PLN 400 conditions was also significant (Z = 3.547;

p< .001; r = .23).

As for the s parameter, the differences across the three reward magnitudes were overall sig-

nificant (χ2 = 10.892; p = .004). There was an increase in the value of s that corresponded with

the increase in reward magnitudes (mean ranks: 1.77, 2.01, 2.22 for PLN 80, 400, and 3000,

respectively). Parameter s differed significantly between PLN 80 and PLN 400 (Z = 2.606; p =

.009; r = .18), and between PLN 80 and PLN 3000 (Z = 3.173; p = .002; r = .22) reward magni-

tude conditions; however, the difference between the PLN 3000 and PLN 400 conditions did

not reach statistical significance (p = .140).

A similar pattern of correlation across the three reward magnitudes was observed for

parameters l and s as for one-parameter models. In the cognitive effort condition, parameter

l obtained for the highest reward magnitude of PLN 3000 was significantly correlated with l
obtained for PLN 400 (rs = .69; p< .001) and with l obtained for PLN 80 (rs = .53; p< .001).
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Parameter l obtained for PLN 400 also significantly correlated with l for PLN 80 (rs = .56;

p< .001). Likewise, parameter s obtained for PLN 3000 was correlated between s obtained

for PLN 400 (rs = .57; p< .001) and between s for PLN 80 (rs = .47; p< .001). There was also a

significant correlation between parameter s for PLN 400 and parameter s for PLN 80 (rs =

.53; p< .001)

The cases in which each model did not fit the data at a satisfactory level were individually

verified. There was an overall difference in the number of cases for which R2 = 0 (χ2 = 60.570;

p< .001). The best fitted power function model did not fit the data in 8 cases, while the models

proposed by Rachlin, Myerson and Green, and the exponential model did not fit the data in

30, 7, and 6 cases, respectively. Still, pairwise comparisons with the McNemar test showed that

the best fitted power function model only differed in the number of cases that did not fit the

data with the Rachlin’s model (χ2 = 16.962; p< .001), while the differences with the exponential

model and the Myerson and Green’s model did not reach significance (p = .480 and p = 1.000,

for the exponential and Myerson and Green’s model, respectively).

Table 3. Median and interquartile range for the R2 and l and s parameters from three two-parameter models, fitted to the data on group median

(i.e., fit to median IP) and individual level in cognitive effort conditions.

Cognitive effort

Fit to median IP Median 25th 75th R2 = 0*

Myerson & Green R2 0.89 0.80 0.61 0.92 7

l80 4.06E-04 9.70E-04 4.38E-04 2.44E-02

s80 1.00E+01 6.75E+00 7.38E-01 2.24E+01

l400 6.71E-04 1.09E-03 3.49E-04 7.68E-03

s400 3.55E+00 1.88E+00 3.83E-01 1.62E+01

l3000 5.24E-04 4.77E-04 2.05E-04 1.12E-03

s3000 1.82E+00 1.41E+00 4.03E-01 9.84E+00

Rachlin R2 0.96 0.82 0.00 0.93 30

l80 3.89E-05 1.20E-04 4.97E-06 6.68E-03

s80 2.04E+00 2.30E+00 1.23E+00 3.10E+00

l400 2.45E-05 1.68E-04 3.80E-06 3.60E-03

s400 2.00E+00 1.78E+00 9.06E-01 2.75E+00

l3000 1.19E-04 2.61E-04 4.57E-06 3.51E-03

s3000 1.45E+00 1.49E+00 6.17E-01 2.48E+00

Exponential R2 0.94 0.85 0.74 0.94 6

l80 1.56E-03 3.90E-03 7.89E-04 2.45E-02

s80 -1.27E+00 -1.36E-01 -2.79E+00 2.82E-01

l400 1.34E-03 2.27E-02 1.46E-03 9.97E-02

s400 -1.18E+00 1.42E-01 -8.69E-01 7.91E-01

l3000 7.32E-04 8.02E-02 5.42E-03 5.40E-01

s3000 -1.19E+00 7.50E-01 -9.92E-02 9.85E-01

Power function R2 0.99 0.93 0.81 0.97 8

l80 6.14E-04 8.29E-03 3.38E-04 1.01E-01

s80 1.35E+00 7.48E-01 3.07E-01 1.31E+00

l400 4.73E-05 2.62E-03 1.23E-05 4.74E-02

s400 1.79E+00 8.50E-01 4.17E-01 1.85E+00

l3000 6.22E-08 1.21E-04 4.70E-07 1.04E-02

s3000 2.98E+00 1.17E+00 5.16E-01 2.59E+00

*This corresponds to the mean explaining more variance than the model.

https://doi.org/10.1371/journal.pone.0182353.t003
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Two-parameter models in physical effort

For physical effort, similar to the cognitive effort condition, there was a significant difference

in models fits across two-parameter models (χ2 = 123.195; p< .001). Again, the highest mean

rank was obtained by the power function model (Mrank = 3.47), followed by the exponential

model (Mrank = 2.48), and finally, the models proposed by Rachlin (Mrank = 2.36) and Myerson

and Green (Mrank = 1.70). At the individual level, the power function model described the data

better 69.3% and tied 5.3% of the time (79 and 6 cases, respectively) compared to the exponen-

tial model (Z = 5.272; p< .001; r = .35), better 71.1% and tied 10.5% of the time (81 and 12

cases, respectively) compared to Rachlin’s model (Z = 6.274; p< .001; r = .42), and was better

84.2% and tied 10.5% of the time (96 and 12 cases respectively) when compared to Myerson

and Green’s model (Z = 7.923; p< .001; r = .52). Table 4 presents the median and interquartile

range for the R2 and parameter estimates from three two-parameter models in physical effort

conditions. Illustrated in Fig 2 are the indifference points and curves fitted from the best-fitted

Table 4. Median and interquartile range for R2 and l and s parameters from three two-parameter models, fitted to data on group median (i.e., fit to

median IP) and individual level in physical effort conditions.

Physical effort

Fit to median IP Median 25th 75th R2 = 0*

Myerson & Green R2 0.96 0.80 0.63 0.90 13

l80 7.40E-04 1.14E-03 3.86E-04 6.51E-02

s80 4.44E+00 4.04E+00 4.02E-01 1.39E+01

l400 8.01E-04 6.84E-04 3.43E-04 7.47E-03

s400 1.42E+00 1.35E+00 2.21E-01 1.04E+01

l3000 1.87E-03 3.60E-04 7.01E-05 1.25E-03

s3000 2.38E-01 1.31E+00 2.63E-01 9.35E+00

Rachlin R2 0.97 0.81 0.00 0.91 41

l80 2.58E-04 1.25E-03 6.78E-06 3.77E-02

s80 1.57E+00 1.64E+00 7.61E-01 3.14E+00

l400 1.17E-04 3.12E-04 1.43E-05 1.01E-02

s400 1.48E+00 1.42E+00 5.29E-01 2.35E+00

l3000 1.59E-04 2.99E-05 1.67E-06 2.15E-03

s3000 1.21E+00 1.49E+00 7.03E-01 2.63E+00

Exponential R2 0.96 0.86 0.74 0.92 12

l80 1.63E-03 2.71E-03 7.68E-04 3.21E-02

s80 -7.88E-01 -1.01E-01 -2.30E+00 5.04E-01

l400 8.50E-04 4.52E-02 5.34E-03 1.60E-01

s400 -7.41E-01 4.77E-01 -1.26E-01 9.49E-01

l3000 1.28E-01 9.56E-02 6.32E-03 6.20E-01

s3000 9.63E-01 8.38E-01 -4.89E-02 9.95E-01

Power function R2 0.99 0.92 0.82 0.97 12

l80 2.51E-03 1.09E-02 2.72E-04 1.19E-01

s80 1.01E+00 7.39E-01 1.97E-01 1.31E+00

l400 1.93E-05 1.73E-03 6.03E-07 1.89E-02

s400 1.83E+00 8.45E-01 5.12E-01 1.90E+00

l3000 5.71E-09 1.65E-05 6.34E-11 2.64E-03

s3000 3.31E+00 1.24E+00 5.61E-01 2.65E+00

*This corresponds to the mean explaining more variance than the model.

https://doi.org/10.1371/journal.pone.0182353.t004
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two-parameter power function model in three different reward magnitudes in the cognitive

and physical effort conditions.

For the l parameter values computed for the best-fitted power function model across the

three reward magnitudes, there was an overall difference across PLN 80, 400, and 3,000 condi-

tions (χ2 = 57.210; p< .001). Value of the l parameter was highest for the lowest reward magni-

tude condition (PLN 80) and then decreased as the reward magnitude increased (Mrank = 2.55,

Mrank = 1.93, and Mrank = 1.52 for the PLN 80, 400, and 3000 reward conditions, respectively).

Pairwise comparisons show that the highest l parameter obtained for the PLN 80 condition dif-

fered significantly from l obtained for the PLN 400 (Z = 3.925; p< .001; r = .26) and from l
obtained for the PLN 3000 reward condition (Z = 6.191; p< .001; r = .41); the difference in l
for the PLN 3000 and PLN 400 conditions was also statistically significant (Z = 2.467; p = .014;

r = .16).

For the s parameter values computed for the best-fitted power function model across all

reward magnitudes, there was an overall difference between PLN 80, 400, and 3000 conditions

(χ2 = 19.317; p< .001). There was an increase in s parameter value that corresponds with the

increase in reward magnitudes with mean ranks: 1.66, 2.11, and 2.24 for PLN 80, 400, and

3000 reward conditions. Further comparisons showed that the highest parameter s value

obtained for the highest reward magnitude (PLN 80) differed significantly between the PLN

400 (Z = 3.244; p = .001; r = .21) and PLN 3000 (Z = 4.865; p< .001) conditions; the difference

in s parameters for the PLN 3000 and PLN 400 reward magnitudes was likewise significant.

As in the cognitive effort condition, there was a significant correlation observed for both l
and s parameters across three reward magnitudes in the physical effort condition. Parameter l
obtained for the highest reward magnitude of PLN 3000 was correlated with l obtained for

PLN 400 (rs = .58; p< .001) and l obtained for PLN 80 (rs = .43; p< .001). Also, a correlation

between l for PLN 400 and 80 was observed (rs = .48; p< .001). Parameter s obtained for PLN

3000 correlated with s obtained for PLN 400 (rs = .47; p< .001) and between s for PLN 80 (rs =

.42; p< .001). Parameter s for PLN 400 likewise correlated with s for PLN 80 (rs = .41; p< .001).

We verified the number of cases for which the models did not fit the data at a satisfactory

level, there was an overall difference in the number of cases for which R2 = 0 across all models

(χ2 = 84.136; p< .001). Best fitted power function model did not fit the data in 12 cases, while

the exponential, Rachlin’s, and Myerson and Green’s models did not fit the data in 12, 41, and

13 cases, respectively. Likewise to the cognitive effort condition, further comparisons showed

that the best fitted power function models differed in the number of non-fit cases only with the

Rachlin’s model (χ2 = 27.034; p< .001), while the differences between the exponential model

and the Myerson and Green’s model did not reach significance (p = 1.000 and p = 1.000 for the

Fig 2. Empirical indifference points obtained in cognitive (left panel) and physical (right panel) effort

discounting, with curves fitted corresponding to the two-parameter power function model in three

different reward magnitudes.

https://doi.org/10.1371/journal.pone.0182353.g002
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exponential model and Myerson and Green’s model; these significance levels equal 1 because

of the correction for multiple comparisons).

Model comparisons accounting for model complexity

Previous measures and comparisons did not allow for a comparison between different models.

To identify the best model among the seven tested, we used measures such as AICc and BIC
that take into account model complexity and allow for comparisons between models with one

and two free parameters. We performed model comparisons on the group level, i.e., fitting the

models to median group-level indifference points, and on the individual level, computing the

AICc and BIC for every participant.

On the median group level, the best-fitting model in the physical effort conditions, as deter-

mined by AICc, was the exponential model. However, the power function and hyperbolic

model were plausible in yielding a delta AIC below 2 [27, 31]. The BIC criterion determined

that the power function model was best in this situation. For the cognitive effort, the AICc

determined the parabolic function was the best fitting, and again there was substantial support

for the power function but not the exponential model. The BIC consistently showed the power

function as the best model solution. The delta values of both criteria are presented in Table 5.

The choice of median to infer the group-level model performance is only one possible solu-

tions in the majority of studies on discounting. As we mentioned in the measures and analysis

section, we also analyzed the differences between the best-fitting model and a given model on

summed AICc and BIC values across subjects. These results are listed in Table 5. These analyses

uniformly (regardless of criterion used) pointed to the power function model as best describ-

ing the behavior on the group level, yielding the 0 value for this model.

Overall, examining the delta AICc and BIC measures for the seven models in physical and

cognitive effort conditions from two group-level perspectives, we conclude that the power

function had the strongest support, giving the values of both criteria below 2 in all situations

and yielding the values of delta = 0 (Table 5). As can be seen from Table 5, AICc penalized

more complex models a bit more than did BIC, but this is a natural relationship for these mea-

sures when the number of data points is small, and reverses for a large number of points [31].

Table 5. Model comparisons using AICc and BIC criteria on median group level (data were fitted to median indifference points) and aggregate.

Summed across participants AICc and BIC, values were converted to delta values.

One-parameter models Two-parameter models

Group

Physical Hyperbolic Exponential Parabolic Myerson & Green Rachlin Exponential Power function

ΔAICc 1.33 0 5.61 7.17 4.69 6.72 0.89

ΔBIC 5.5 4.17 9.78 6.28 3.8 5.83 0

Cognitive

ΔAICc 5.61 4.16 0 11.1 6 7.49 0.47

ΔBIC 10.19 8.74 4.58 10.63 5.52 7.02 0

Aggregate

Physical Hyperbolic Exponential Parabolic Myerson & Green Rachlin Exponential Power function

ΔAICc 962.93 960.64 1090.18 1182.48 1650.13 2855.81 0

ΔBIC 1539.57 1538.88 1666.77 1182.42 1650.1 2943.9 0

Cognitive

ΔAICc 547.53 431.44 754.51 936.56 1172.27 1992.97 0

ΔBIC 1124.12 1007.95 1331.04 936.59 1172.25 2054 0

https://doi.org/10.1371/journal.pone.0182353.t005
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To further support the conclusions drawn from the median group-level comparisons, we

tested the model performance on an individual level. This time, however, we focused on the

frequencies in cases where the given model was the best model (Table 6).

In general, an examination of Table 6 indicates some discrepancies between AICc and BIC.

The first measure pointed to the one-parameter solution, with the simple parabola being the

most frequent model. The AICc identified the parabolic model as best in 35 cases in physical-

effort conditions, and in 34 cases in cognitive-effort conditions, with the exponential model

having close estimations frequency-wise. By contrast, the BIC measure pointed very clearly to

the power function as being best in the description of individual data.

Considering the group-level data, which pointed overall to the power function as being best

across different conditions, and to individual-level analyses based on both the AICc and BIC,

we conclude that in the situation of effortful decision-making, our data suggests that the power

function best describes a participant’s choices.

Our final comparisons focused on the relation between physical and cognitive effort dis-

counting. We found that overall there are moderate correlations between l parameters reflect-

ing different rates of amount-dependent discounting between physical and cognitive effort

conditions (Table 7). All of these correlations were significant.

Similar to the s parameters, all correlations were significant and varied from weak to mod-

erate (Table 8), and all of them were positive.

As for the correlations of the l and s parameters for the power-function model fitted to data

in physical and cognitive effort conditions, we observed negative relationships ranging from

weak to strong (Table 9). These corresponded to the inverse effect of the reward magnitude on

the two parameters observed in estimate comparisons.

Table 6. Model comparisons on individual level. Table contains frequencies and ratios of cases for which the given model yielded best fit.

One-parameter models Two-parameter models

Hyperbolic Exponential Parabolic Myerson & Green Rachlin Exponential Power function

Physical

ΔAICc 19 (16.7%) 31 (27.2%) 35 (30.7%) 0 4 (3.5%) 2 (1.8%) 23 (20.2%)

ΔBIC 6 (5.3%) 11 (9.6%) 14 (12.3%) 0 14 (12.3%) 6 (5.3%) 64 (56.1%)

Cognitive

ΔAICc 17 (14.9%) 33 (28.9%) 34 (29.8%) 0 6 (5.3%) 3 (2.6%) 21 (18.4%)

ΔBIC 5 (4.4%) 5(4.4%) 16 (14.0%) 0 16 (14.0%) 12 (10.5%) 60 (52.6%)

https://doi.org/10.1371/journal.pone.0182353.t006

Table 7. Correlations (Spearman’s rho coefficient) for power function model l, and s parameters for cognitive and physical effort conditions

across three reward magnitudes.

physical lPLN 80 physical lPLN 400 physical lPLN 3000 cognitive lPLN 80 cognitive lPLN 400

physical lPLN 400 .484**

physical lPLN 3000 .426** .582**

cognitive lPLN 80 .525** .377** .229*

cognitive lPLN 400 .397** .473** .326** .560**

cognitive lPLN 3000 .367** .506** .426** .533** .694**

*significant at p< .05;

**significant at p< .01.

https://doi.org/10.1371/journal.pone.0182353.t007
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Discussion

The primary aim of this paper was to investigate cognitive and physical effort discounting

functions derived from the delay discounting tradition and to show whether the magnitude

effect is present in effort discounting. Unlike in the domain of delay or probability discount-

ing [2], we found that the hyperbolic or hyperboloid function was not superior in describing

the data in effort discounting. When we considered only one-parameter models, the expo-

nential function had the overall best fit. However, in the two free-parameter solutions, the

power function explained the highest proportion of the variance. When we controlled for

model complexity by using AICc and BIC, we found that when considering both group-level

model fit and model fit on an individual level, the power function described the data better

than the remaining models. In addition, we presented a replication of the magnitude effect,

well documented in delay discounting research and also shown in effort discounting. Sensi-

tivity to effort manifested most vividly in the small reward value conditions. As the reward

magnitude increased, participants seemed to be less and less sensitive to increases in effort

intensity.

There is a large discrepancy between research results on effort discounting. Regardless of

the character of effort (real or hypothetical) research shows that the underlying model of effort

discounting can be hyperbolic [7, 14] or parabolic [13]. Additionally, some research suggests

that there is no dominant model in this type of discounting [19]. In line with our results,

research by Klein-Flügge et al. [33] also points out that the shape of effort discounting function

might not be convex, but concave, contrary to delay or probability discounting. A convex func-

tion tends to underestimate reward value for lower effort levels, compared to a concave func-

tion, which tends to overestimate reward value for higher effort levels. This is supported by

our results for one-parameter and two-parameter models. For two-parameter models, when

examining the amount of explained variance, a concave power function model obtained the

Table 8. Correlations (Spearman’s rho coefficient) of power-function model s parameters for cognitive and physical effort conditions across three

reward magnitudes.

physical s80 physical s400 physical s3000 cognitive s80 cognitive s400

physical sPLN 400 .410**

physical sPLN 3000 .418** .471**

cognitive sPLN 80 .439** .265* .123

cognitive sPLN 400 .350** .423** .283* .527**

cognitive sPLN 3000 .288* .234* .309* .473** .570**

*significant at p< .05;

**significant at p< .01.

https://doi.org/10.1371/journal.pone.0182353.t008

Table 9. Correlations (Spearman’s rho coefficient) between power-function model l and s parameters for physical and cognitive effort conditions

across three reward magnitudes.

Physical effort Cognitive effort

s80 s400 s3000 s80 s400 s3000

l80 -.953 -.331 -.383 -.923 -.521 -.436

l400 -.466 -.804 -.379 -.458 -.902 -.529

l3000 -.376 -.382 -.550 -.451 -.606 -.760

Note: all correlations significant at p< .01

https://doi.org/10.1371/journal.pone.0182353.t009
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best fit. For one-parameter models, the reason why R2 pointed to exponential model as best,

may be that this model by definition overestimates the reward value in lower effort values and

underestimates it in higher effort values. This corresponds to the results obtained for two-

parameter models because the concave two-parameter power function behaves similarly at low

and high values of the discounting factor.

Therefore, we conclude that both physical and cognitive effort devalues rewards less in

lower effort values and more in higher effort values, i.e., in low effort variation, the discounting

curve is less steep and devalued more when additional effort is added to existing effort that is

high rather than low, i.e., in high effort variation, the discounting curve is more steep.

This concave form of reward devaluation by effort (cognitive and physical) can, in part, be

supported by the relative low effect of low energy costs in humans, as discussed by Klein-

Flügge et al. [33]. Therefore, single instances of nondemanding effortful tasks, such as those in

the present study, have limited impact on subjective reward value. Authors further suggest that

it is when effort costs exceed one’s individual threshold of sensitivity, i.e., when effort costs

starts being perceived as taxing, reward value is discounted to a greater extent. Although this

seems in line with our results, we argue to further differentiate types of effortful tasks into: (1)

repeated effort tasks, in which single instances of effort exerted accumulate over time (e.g.,

multiple muscle contractions or attention switching), where effort intensity is the number of

contractions; and (2) tasks that consist of sustained effort exertion (e.g., single sustained mus-

cle contraction or maintaining attention), where effort intensity is the percentage of maximum

voluntary effort sustained for a set time period. The nature of the cognitive and physical effort

tasks in present study was that their single instances were associated with relative low energy

costs. Further research could focus on comparing reward devaluation in different types of

tasks. Second, it would be interesting to investigate whether preferences toward a given type of

effort further impact the form it devalues rewards. Considering preferences not only in terms

of cognitive or physical effort but also with the inclusion of preferences toward different tasks

(preferred or non-preferred) within the domains of cognitive or physical effort would be valu-

able. Furthermore, psychophysiological predispositions towards specific forms of effort should

also be considered. Third, the observed low sensitivity to effort, evidenced by low discounting

rates observed in higher reward magnitudes, might have been supported by the low demand of

a single effort unit within our procedure, conjointly with the largely simulated nature of effort

used. We propose that further research determine if similar observations to ours can be made

with other types of effort tasks performed within both physical and cognitive effort domains.

Last but not least, the abovementioned directions would be well-applied in further research

addressing effort-based choice behavior in loss situations, as first introduced by Nishiyama

[14].

Another support for the concave power function comes from the effort characteristics

themselves and theoretical considerations. As pointed by Le Bouc et al. [34], convex functions

previously usually tested in delay discounting (in our study this refers to: hyperbolic, exponen-

tial, or hyperboloid) do converge asymptotically to 0 with an increase in effort, but they do not

reach the actual value of 0. This would correspond to an observation that even an extremely

delayed reward is better compared to receiving nothing immediately. Unlike these models,

concave functions can reach the value of 0, or even as Le Bouc et al. [34] show in their subtrac-

tive discounting approach, also negative values are possible. Conversely, approaches that allow

the value function to reach 0 (e.g., the power function) would account for a situation when the

effort needed to obtain a reward exceeds individual capabilities. We find this notion interest-

ing from the standpoint of behavioral economics because it would signify that, unlike in delay

discounting, the principle of rational choice is inapplicable. Accordingly, for example, no mat-

ter how great the incentive of a reward, a high enough effort cost would make that reward
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unattainable. Consistently with considerations from Le Bouc et al. [34], we therefore concur

that the asymptotic functions do not appear to be appropriate for the effort domain.

In other words, no matter how great the delay to reward receipt, waiting would always be

preferable to choosing nothing at all over an (even greatly) delayed reward. This is not so

when the reward value is discounted as a function of effort, because here, choosing nothing

over a reward (no matter how large of a magnitude) that is contingent on effort costs that

exceed one’s capabilities is conceivable. Therefore, we believe that approaches that allow the

function to reach 0 can account for such situations, while those that approach 0 asymptotically

cannot. There are of course other possible models that could be tested, for example, the sig-

moidal model derived by Klein-Flügge et al. [33]. The sigmoidal function decreases asymptoti-

cally when effort requirements become increasingly high. In our opinion, it is possible that

approaches such as the power function may result in negative subjective values that are more

valid in the situation of devaluation by effort. It is possible that the exceedingly high costs of

effort would not only yield a choice that points to accepting nothing instead of exerting effort,

but would also yield a negative value, i.e., participants would be prone to pay not to engage in a

given activity. This, however, would require another methodological approach that would

accommodate possible negative subjective values expressed as losses.

Our next observation refers to discounting parameters l and s. When the power function

exponent parameter takes the value of s = 1, subjective reward value devalues in a linear fash-

ion, with parameter l determining the slope of the function. With an upward increase in power

from s = 1, the function becomes more concave with holding the l parameter constant. In the

theoretical situation illustrated in Fig 3, we observe that adding the free power exponent to

parabolic discounting function (which now becomes a power function), results in the function

becoming flatter in the low effort values, and decreases more rapidly in the higher effort values.

Specifically, if parameter l is held constant at values estimated empirically for each reward

magnitude, increasing the value of s parameter results in the function being less steep in lower

effort values and more steep in higher effort values, contrary to the opposite situation with l
held constant and decreasing the value of s resulting in the function being more steep in lower

effort values and more steep in higher effort values. If parameter s is held constant, changing

the value of l from low to high results in an overall increase of the discounting rate, i.e., a more

steep discounting curve and more rapid reward devaluation with increasing effort intensity.

Here, again the best fit for the one-parameter exponential model, indicated by R2, supports

even stronger our findings for two-parameter models in such fashion that higher values of s
result in the discounting curve being less steep in low effort values and more steep in higher

effort values. The one-parameter exponential model behaves in similar way as compared to the

Fig 3. Theoretical account for the effects of varying parameter s and l values: Holding constant the

value of s with low and high l values (left panel), and holding constant the value of l with low and high

s values (right panel).

https://doi.org/10.1371/journal.pone.0182353.g003
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two-parameter power function model: it overestimates reward value in low range of a dis-

counting factor and underestimates value in high range of a discounting factor.

Our second main finding is that the devaluation of rewards is amount-dependent. In

both conditions, i.e., the physical and cognitive discounting, we observed similar patterns of

amount dependency. Specifically, large monetary gains were discounted proportionally less

than smaller payoffs. The direction of the magnitude effect and its presence is in line with the

observation that large rewards have greater motivational power. For example, animal research

on rats showed that rats run faster when a large reward is the outcome [35–36]. Results in

human studies showed mixed results.

As reviewed by [37], many studies indicate that an increase in amount of the reward

increases the performance, some show no decrease in performance, and a minority of the stud-

ies show a decrease in performance. The presence of the magnitude effect may provide some

theoretical ground for interpretation of such nonuniform conclusions. The performance of a

given task, according to our study, is amount dependent. In that sense, the magnitude of

reward sometimes has a larger and sometimes a smaller impact on performance. For small-

reward conditions where the discounting is steeper, in low-effort conditions an additional

requirement or task will decrease the performance more than in comparable changes when the

stakes are high. This is owing to the concave shape of the function. However, when the reward

for exerting effort is large, the performance changes only slightly in initial effort values, but

when the effort is higher, it drops more rapidly according to a power function shape. Some

research suggests that the presence of the magnitude effect may be another characteristic of

populations with impulse-control problems [38].

Interestingly, the power function s parameter estimates for the PLN 80 and 400 reward

magnitudes are inferior to 1 (Tables 3 and 4), suggesting a convex discounting, whereas esti-

mates superior to 1 would be expected in a concave power function (Fig 2). This is reflected in

the function shape in such a fashion that a continued decrease of s below 1 when holding l con-

stant results in a progressively more shallow convex discounting. This might be a consequence

of an asymmetric distribution of the parameter estimates. Effectively, due to its nature, the

median in skewed distributions is less influenced by the extreme values. In our data, mean val-

ues for all parameters are always greater than 1. Because the s distributions were positively

skewed, the median in respect to the mean is shifted towards lower values. Therefore, we

aggregated the AIC and BIC measures to represent group-level analyses (Table 5), following

the approach outlined by Peters et al. [39].

With regard to the relation of l and s parameters, we observed a double effect of the reward

magnitude, i.e., with increasing reward magnitude, parameter l values decreased while the val-

ues of s increased. For l, this observation could be considered as indicating that cost perception

is relative to the anticipated benefit. Therefore, the ratio of cost to benefit could account for

the magnitude effect, as previous modeling approaches suggest that reward valuation in physi-

cal [40], cognitive [41], or both effort domains [42] can be captured by a cost-benefit trade-off.

In those approaches, effort costs are described by a parabolic function. For physical effort cost,

the function shape can be particularly more marked compared to a power function: flat for

low-effort values and more pronounced for high-effort values [34].

With these considerations, the magnitude effect observed on the s parameter might be an

artifact of using a less-pronounced discount function. Alternatively, with research from

Rachlin [2] and McKerchar et al. [18], if we interpret the l parameter as the index of unwilling-

ness to exert effort, then its effect should diminish as the reward incentive increases with larger

reward magnitudes. If the s parameter corresponds to psychophysical stimuli scaling, then the

scaling can refer to the perception of reward magnitude or effort cost or both. If the scaling is

an effect of both effort costs and reward magnitude [17, 43], it could be that the parameter s
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estimates and the shape of the value function for different reward magnitudes in low and high

effort (i.e., flat for low effort and more pronounced for high effort) is a mixed product of the

(potentially) different sensitivities to effort costs and reward incentive. Given the present

results, and that the effort discounting can be linked to pathological reward processing, further

investigation of magnitude-related phenomena is needed.

We also observed significant correlations between physical and cognitive effort discounting.

The same direction of the effect of amount on effort discounting in physical and cognitive

effort conditions, combined with a finding that both types of effort correlate, provide support

for the hypothesis that the extent to which effortful costs impact our decisions has trait-like

characteristics (see Tables 7 and 8 for correlations of l and s parameters between effort

domains and across reward magnitudes). Although it is very plausible, it needs further investi-

gation, especially when using real or quasi-real rewards. In addition, moderate relationships

between reward devaluation by physical and cognitive effort may reflect partially overlapping

and partially distinct neural mechanisms that underlie cost-benefit analyses involving different

effort domains [44]. Support for the positive correlation of physical activity and cognitive abili-

ties comes from numerous studies showing the positive relationship of engaging in physical

activity and general cognitive performance, or the weakening of cognitive decline in certain

populations [45–47]. On the other hand, a recent study by Chong et al. [44] revealed that there

was no significant relationship between cognitive and physical effort discounting parameters,

reflecting the discounting rate. This result, which differs from ours, can be task specific and

needs systematic replication.

By identifying the best model, we were able to make comparisons between physical- and

cognitive effort discounting rates. We found weak to moderate correlations of l and s between

physical and cognitive effort discounting and across reward magnitudes (Table 9). We believe

this reflects the overlapping of neurocomputational mechanisms that underlie the estimation

of reward-cost trade-offs, as well as separate metabolic and psychophysiological bases of the

two effort domains [48]. In other words, if l corresponds to the unwillingness to perform effort

and s to the psychophysical scaling of effort costs, parameter correlations may indicate that the

parameters refer to the same processes of cost-benefit analysis in physical and cognitive effort

conditions but are contributed to by different resources and biological mediators.

One of the problems with effort as a decision cost is that, unlike delay or probability, it is

not unidimensional. To address the delay confounding in effortful tasks, we included equal

task performance time in the data (effectively including performance time in the measurement

of the indifference points) that allowed control of the confounding effects of delay inherently

required to perform a task. This is because every effortful task requires time to perform.

Although by constraining the delay of the delivery of the reward, we rule out possible changes

in the time of effort exertion, such approach bears some limitations. For example, it should be

noted that the paper-and-pencil discounting task formulation might overestimatethe rate of

effort discounting, because reward devaluation is elicited in part also by the fixed delay to

reward receipt. On the other hand, as mentioned in the methods section, the majority of sub-

jects did not discount at all during effortless conditions introducing only the 30 minute delay.

Also, in these conditions, indifference points medians were equal to the nominal values of

rewards. In other words, it seems that the delay to reward receipt had negligible impact on the

indifference points. However, further research may address the possible interactions of explic-

itly two-dimensional costs of time and effort required to obtain a given outcome.

Furthermore, time is inherent to behavior performance and every action takes time.

Although effort and delay share some common characterictics, devaluation of rewards by

effort or time is described by apparently different functions. This seems consistent with prior

reports suggesting that the effect of effort and delay on reward devaluation might differ on
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behavioral and brain level. For example, Klein-Flügge et al. [33] reported dissociable behav-

ioral effects of physical effort and delay in reward devaluation. In conjunction, a study by Mas-

sar et al. [49] suggested that separate as well as overlapping neural substrates encode reward

valuation in delay and effort discounting. In addition, Prevost et al. [50] arrived at similar con-

clusions, showing that even though on a behavioral level, delay and physical effort discounting

of erotic stimuli might seem as similar processes, distinct neural valuation subsystems were

responsible for reward devaluation. Conclusions from these studies are also supported by Mal-

esza and Ostaszewski [51], who showed similar correlational patterns between effort and delay

discounting in relation to temperamental variables.

A parallel between delay and effort discounting might manifests itself in the presence of the

reward magnitude effect. Further studies can focus on whether a relation of reward amount

and discounting rate holds for tasks in which effort duration is extracted. Already some experi-

mental paradigms intentionally limit or control for duration of effort exertion, either by imple-

menting quasi-instantaneous actions, presenting only options with constant durations (for

example: [10,34,44,50]), or increasing the time at which the effortless reward is received by the

average time required to perform the effort that corresponds to the effortful reward [52]. This

presents an interesting question for further investigations: if and how reward devaluation

results might differ if obtained through experimental procedures that either extract effort per-

formance duration or approach effort as naturally occurring over time (with all its characteris-

tics)? As both approaches seem interesting, comparing the results obtained by each might

stimulate further valuable discussion.

Along with these conclusions, we demonstrate that, in physical and cognitive effort dis-

counting, both parameter l and s were amount dependent, unlike in delay discounting [17],

where parameter s is amount independent. It should be noted that these results are not directly

comparable because of the different nature of the models. Myerson and Green’s model is

hyperboloid, and our two-parameter equation is a power function.

In our study, we took two paths of analysis. First, we compared models using the widely

used R2 measure. These analyses pointed to two possible models: the exponential model as best

among one-parameter models, and the power function as best among two-parameter models.

Because this approach was not conclusive, we decided to utilize the information criteria to

account for model complexity.

We found that on the group and individual levels, the two-parameter power function

described the data better than the alternative models. With regard to the models that we tested,

the intention of our work was to compare prominent models from the discounting tradition to

test their applicability in effort discounting. This was done in order to determine if models

investigated in other forms of discounting (in particular, delay discounting) would also

describe how rewards are devalued as a function of effort costs.

Of course, there are numerous other approaches to the modeling of such choices. For exam-

ple, other theories such as reinforcement learning [40], or those suggesting a different function

shape, e.g., a sigmoid [33] or Le Bouc et al. [34], tested primarily the physical effort. In addi-

tion, it is possible to incorporate, in further studies, inferences based on Bayesian Model Selec-

tion (BMS) procedures such as those described by Daunizeau, Adam, and Rigoux, and Rigoux

et al. [53–54]. These account for accuracy and model complexity.

We decided to use the most common criteria (AIC and BIC) used in previous studies on

discounting, but we are aware of the fact that other model selection criteria can be used (e.g.,

free energy [55]). Therefore, our intention was to not use all known models and approaches,

but to maintain coherence with the line of works on discounting within behavioral economics.

Despite still growing interest in the investigation of how effort impacts reward valuation, it is

still largely unclear how it drives individual preferences. Further advancement of research on
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effort-based preferences will contribute to better understanding how effort exertion impacts

the valuation of rewarding outcomes of our choices and provide guidelines for behavioral pro-

grams aimed at supporting recovery in much of the prevalent motivational and mood disor-

ders, linked to the diminished willingness to exert effort.
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